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Specialist > Generalist > Specialized Generalist

Steam Turbine

Watt’'s Steam Engine
(James Watt, 1/64)

Aeolipile (Heron of Rudimentary Steam Savery Steam Pump
Alexandria, 10—70 AD) Turbine (Taqi al-Din, 1551) (Thomas Savery, 1698)




Specialist > Generalist > Specialized Generalist

Specialist technology working In
limited conditions

Aeolipile (Heron of Rudimentary Steam Savery Steam Pump
Alexandria, 10—70 AD) Turbine (Taqi al-Din, 1551) (Thomas Savery, 1698)




Specialist > Generalist > Specialized Generalist

Generalist technology leading
to widespread adoption

Watt’'s Steam Engine
(James Watt, 1764)




Specialist > Generalist > Specialized Generalist

Further specialization for
various problem domains

Internal Combustion Engine Steam Turbine
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Write a haiku from the perspective of a
copywriter who is feeling sad that Al might
diminish the value of the written word

@9 monalisa

Write a set of unit test functions for the selected code

.@ GitHub Copilot

unittest
datetime
Words on a screen,
Once Valued, now jUSt a blur ost_parse_expens with_valid_input(s
. tring = '2023-01-02 -34.01
Machine takes the pen. expected_output = [(datetime.datetime(

sertEqual(parse_expenses(exp

test_parse_expenses_with_empty_input(s
expenses_string =

_output = []

ertEqual(par Xpens

test_parse_expenses th_comments(s
tring = )

expected_output = [(datetime.dateti

.assertEqual(parse_ enses(expe

Vi

unittest.main()

Here are ing your final information for your trip
to Balk
The code assumes that the datetime module is imported. The test

Table 1: tinerary

cases cover different scenarios such as valid input, empty input, input
a rge a ng u age O e S with comments, invalid date format, and invalid value format.

source code

Check-outfrom W Bali - Seminyak; Departuro

ARG ARG2

ChatGPT . ' travel planning autocompletion

4 |
amr-unknown | [movie | REVIEWS
mod ARG1-of 1. Smells amazing! A perfect purchase :)
2. Must buy! Super amazing.
§ r__ . Fragrance-1 3. Quite satisfactory
country { produce-01 (Lavender)
“name ARGO

POSITIVE (81%)

REVIEWS
. .

-

¥ i 1. Adecent purchase
{ name | | 2. Quite okayish! Smells average

opil Fragrance-1 3. Could have been better in lot terms

(Rose) NEUTRAL (88%)
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*Spain” | [name | REVIEWS
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opl op2 1. An absolute waste of money.

2. Total waste of money | ‘ \ »
. r A A ) Fragrance-1 3.Terrible smell, not worth buytng £
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combine split "Barack Obama was born in Hawaii."
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l Structured Information
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— Rankings — el — Matrix T

articles

Hawaii

Summary

summarization information extraction




star-01
ARG1 ARG2

¥ |
movie

amr-unknown
mod

"Benicio"

ARG1-of

A Fragrance-1
produce-01 (Lavender)

ARGO

Fragrance-1
(Rose)

Y
name
op1 op2

r A
"Del"

Fragrance-1
(Lemon)

semantic parsing

combine

=

Text

=

articles

Sentence
Rankings

=

Summary

split

:> Sentences I:}

Vectors

4

Similarity
Matrix

& &=

Graph
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REVIEWS

1. Smells amazing! A perfect purchase :)

2. Must buy! Super amazing.
3. Quite satisfactory

REVIEWS

1. Adecent purchase
2. Quite okayish! Smells average
3. Could have been better in lot terms

REVIEWS

1. An absolute waste of money.

SENTIMENT ANALYZER

2. Total waste of money
3.Terrible smell, not worth buytng

Specialist > Generalist > Specialized Generalist

POSITIVE (81%)

-

NEUTRAL (88%)

negative (91%))

sentiment analysis

Unstructured Text

"Barack Obama was born in Hawaii."

Information Extraction

Structured Information

was

Barack Obama

was born in

born

Hawaii

information extraction
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Large Language Models

ey ANTHROPIC
B CLAUDE -



Specialist > Generalist > Specialized Generalist

Write a haiku from the perspective of a
copywriter who is feeling sad that Al might
diminish the value of the written word

@9 monalisa

Write a set of unit test functions for the selected code

GitHub Copilot

unittest
datetime

@ Words on a screen,
T m——

Once valued, now just a blur test_parse_expenses_with_valid_input (se
expen _string = '2023-01-07 34.01

Machine takes the pen. expected_output = [(datetime.datetime(

.assertEqual(parse_expenses(exp

test_parse_expenses_with_empty_input(se

expenses_string =

expected_output = []
ertEqual(parse_expenses(expense

test_parse_expenses_with_comments(self):

expenses_string = '# T R

expected_output = [(datetime.datetime(Z
.assertEqual(parse_expenses(expense

__name__ =
unittest.main()
Here are two tables summarizing your final itinerary and important information for your trip

to Balk
The code assumes that the datetime module is imported. The test

cases cover different scenarios such as valid input, empty input, input
with comments, invalid date format, and invalid value format.

Table 1: tinerary

source code
travel planning autocompletion

Check-outfrom W Bali - Seminyak; Departuro




Recipe for Building Generalist Robot Models

Scaling Law
Powerful robot learning models j @
that scale with data and compute W

Generalist

Robot Model
BN TF_?_oon Humanlike Embodiment
=

D
ol

Humanoid robot platform for

broad applications

Data Flywheel

New mechanism to collect
massive training data




Recipe for Building Generalist Robot Models

Scaling Law
Powerful robot learning models j g
that scale with data and compute W

Generalist
Robot Model

Ly
=5




Key ldea: Skills as APls and Scaling Law

invoking parameterized skills

l

Grasp \ type & . selected

- parameters primitive l
B
t
i /"E;f’;\\o .
AOIIE &3 policy task @
M &
" B

/ 1 observations
PP —
rewards

library of skill APIs

Skills as APIs
(Nasiriany et al. ICRA 2022)

Soroush Nasiriany



Key ldea: Skills as APls and Scaling Law

invoking parameterized skills

1

Geach Grasp \ type & —

selected

primitive

Push Atomic

T parameters
B 2
1
A :
\V:v4

library of skill APIs

Skills as APIs
(Nasiriany et al. ICRA 2022)
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Scaling Law for Language Models
(Kaplan et al. 2020; Hoffmann et al. 2022)



Data-Efficient Imitation Learning for Sensorimotor Skills

Raw visual
observation

Ylfeng Zhu “VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu et al. CoRL 2022



Data-Efficient Imitation Learning for Sensorimotor Skills

Raw visual General
observation object proposals

28 ]

_arge vision model trained on
nternet-scale image datasets
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Yifeng Zhu “VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu et al. CoRL 2022
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Data-Efficient Imitation Learning for Sensorimotor Skills

Raw visual General Object-centric
observation object proposals representation

Encoding object visual appearances
and their spatial locations

Ylfeng Zhu “VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu et al. CoRL 2022



Data-Efficient Imitation Learning for Sensorimotor Skills

Bl
g5
| | e l Robot
\ Commands
Raw visual General Object-centric Transformer Action
observation object proposals representation policy generation
B Task-relevant Task-irrelevant

Using transformers to select task-relevant objects
and reason about their relations

Yifeng Zhu “VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu et al. CoRL 2022
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it learns to make coffee without additional
annotations on human demonstrations.



Massively Multi-Task Robot Learning for Model Scaling

What if we can prompt a household robot to ...

Input Prompt: Recite the first law of robotics

] M V - ;
R R SN ‘@?,‘_‘

g ‘@ S l%::ﬁ:‘*;

N Nﬁs S fg, @Jt,

Youcanuseitto
clean the table.

Output: A robot may not injure a human being
Never enter

[Credit: Jay Alammar] this room!




Massively Multi-Task Robot Learning for Model Scaling

Visual Goal: Rearrangement

Rearrange objects to match this scene: = =
= ‘
\ R R R R R R )
One-shot Demonstration
Follow this motion for &) : .,\,’;'ﬂ*‘gﬁ =5 IS T -
HEEEBN ] ‘> EEEEEER
EEEETE
Novel Concept Grounding EEEETEEESR

Thisis a blicket @)— Thisisawug B8 Putawug into a blicket

HEER BEEER BEEERER
" Text token
Object token
Visual Constraint — Padding

Sweep all E into l ! without exceeding o=
]

generalist robot agent for multi-task learning and zero-shot generalization



Massively Multi-Task Robot Learning for Model Scaling

Transformer encoder-decoder:;

Encodes multimodal prompts
with a frozen language model,

Object

-centric representations

for visual observations

Predic

s skill APls given the

promp

- and Iinteraction history.

Rearrange to this

Prompt
Tokens

History
Tokens

VIMA: Visuo-Motor Attention model

Text Token

Object Token
then restore Action Token

VI MA Action y

“VIMA: General Robot Manipulation with Multimodal Prompts.” Jiang et al. ICML 2023



Massively Multi-Task Robot Learning for Model Scaling

Data scalability from 0.1% to full dataset

Level 1 Level 2 Level 3: Novel Object
Object Placement Novel Combination

S5 intothe @&

into the '®*——; 80

Put the &5

60
o)
T
e
)
)
S
O 40
Level 4 %
Novel Task
Put all object ith the same 20
textureas f & intoit
0
o6x10? 103 104 10°
Training Data Size
-2 \/IMA - \/IMA-Gato VIMA-Flamingo - VIMA-GPT

vimalabs.github.io



Massively Multi-Task Robot Learning for Model Scaling

Data scalability from 0.1% to full dataset

Level 1 Level 2 Level 3: Novel Object Level 4: Novel Task

Object Placement Novel Combination

VIMA

S5 intothe @&

into the '®*——; 80

Put the &5

o0 \

(D)
T
o
%
O

S 40
Level 3 Level 4 %

Novel Task
Put all objects with the same 20
texture as into it P
0
6x102 103 104 10° 6x102 103 104 10°
Training Data Size Training Data Size
-2 \/IMA - \/IMA-Gato VIMA-Flamingo - VIMA-GPT

vimalabs.github.io



Massively Multi-Task Robot Learning for Model Scaling

Human Video
' Demonstration A

Rutav Shah [Shah et al. CoRL 2023]




Recipe for Building Generalist Robot Models

"%
"

Generalist
Robot Model

Ly
=5

Data Flywheel

New mechanism to collect
massive training data




Key Idea: Robot Learning Data Flywheel

Wider
Deployments

More
Training Data

How can robots learn
continually with more data?

How can we ensure
trustworthy deployment?

Better
Models

More Capable
Robots




Robot Learning on the Job: Building the Data Flywheel

Robot
Deployment

Human |

Shared
Control

Robot | |

Memory

Storage

2\ Policy
@ Update

Huihan Liu “Robot Learning on the Job: Human-in-the-Loop Autonomy and Learning During Deployment.” (Sirius) Liu et al. RSS 2023



Robot Learning on the Job: Building the Data Flywheel

Robot
Deployment

Human |

Shared
Control

Robot | |

Memory

Storage

2\ Policy
@ Update

Huihan Liu “Robot Learning on the Job: Human-in-the-Loop Autonomy and Learning During Deployment.” (Sirius) Liu et al. RSS 2023



Robot Learning on the Job: Building the Data Flywheel

Robot
Deployment




Robot Learning on the Job: Building the Data Flywheel

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Robot
Deployment

*
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Human

Train Train Train Train

Time



Human provides
Intervention

“Model-Based Runtime Monitoring with Interactive Imitation Learning.” Liu et al. 2023



Robot Learning on the Job: Building the Data Flywheel

O Robot rollout O Human intervention

Memory

Storage




Robot Learning on the Job: Building the Data Flywheel

O Robot rollout O Human intervention QO Abnormal states

Memory

Storage

Relabel abnormal states before interventions



Robot Learning on the Job: Building the Data Flywheel

O Robot rollout O Human intervention QO Abnormal states

Memory

Storage

Sort by a dataset curation strategy



Robot Learning on the Job: Building the Data Flywheel

O Robot rollout O Human intervention QO Abnormal states

Memory

Storage

Reduce memory to a fixed size



Robot Learning on the Job: Building the Data Flywheel

O Robot rollout O Human intervention QO Abnormal states

Memory

Storage

Reweight samples for imitation learning



Robot Learning on the Job: Building the Data Flywheel

Round 1 Deployment Round 3 Deployment

T Green masks indicate human intervention.

Intervention Distribution Intervention Distribution



Recipe for Building Generalist Robot Models

"%
"

Generalist
Robot Model

L7
=

Humanlike Embodiment

Humanoid robot platform for
broad applications



Humanlike Embodiment: Generalist Humanoid Robot

Generalist
Robot Model

Mingyo Seo Luis Sentis

Draco3 Humanoid






Humanlike Embodiment: Generalist Humanoid Robot

@’ j \ q\ *f ﬂ *‘"*',g\\ 7;)‘*’/1; A
,REVY T8 -V

human teleoperation task demonstrations

|
{

~
3 -

stereo images

®
A7y > Sensorimotor ’ ' . O Whole-body ﬁﬁ.
> | — ® ’ — —p
s — Policy \ > 1 Controller
proprioceptive joint torques
feedback task-space
. L commands

state machine
“Deep Imitation Learning for Humanoid Loco-manipulation through Human Teleoperation.” Seo et al. Humanoids 2023



Humanlike Embodiment: Generalist Humanoid Robot

Policy deployments in simulation and real world

| | x
\ . UT! ‘ =

Loco-manipulation (sim): 92% success rate Bimanual manipulation (real): 90% success rate



Pathway to Generalist Robots

s
Generdalist
- Robot Model

(=0 Specializing Generalist Robots
P LX)

1

©i

=

U

—

Hardware

GGeneralist Robot Models

Specialist Robots




Pathway to Generalist Robots

« Algorithms: Scaling up robot learning models with skill @

-

APls and massively multi-task training

« Data: Building a data flywheel in real-world deployments

through human-in-the-loop robot autonomy Rﬁﬁ:f::::;

153
__60

 Hardware: Humanoid robots as a generalist robot platform

to develop human-level physical intelligence

rpl.cs.utexas.edu



UT Robot Perception & Learning Lab
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