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Building Al for Generalist Agents

household robots virtual agents self-driving cars

Open-Ended Objectives Massively Multitask ‘% World Knowledge




Building Al for Generalist Agents

What data sources shall we use?

How can we best use them?




The Data Pyramid for Generalist Agents

« Small scale and expensive to collect

Real-World Data

» Ease of use for agent learning, direct transfer

» Unlimited simulated data (in theory)
« (Content creation challenge, reality gap,

Synthetic Data

computational burden

» Massive scale and ever-growing
* Multimodal and unstructured

Web Data

« Human-centered data
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The Data Pyramid for Generalist Agents

Real-World Data

Synthetic Data everage ALL data available!

Web Data
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MineDojo: Framework for Building Generalist Agents

Open-ended Generalist Internet-scale
Environment Agent Knowledge Base

Screenshot [hide]

Features

DIVPVIPPPP 2322222020

Water, Sand,
Clay, Sugar

Cane, Seagra
Salmon, Squi

Drowned

fishing, but drowned can spawn at night.

(1.,') r/Minecraft . Posted by u/Anime-ghostGirl 6 days ago Q

I present to you me struggli

stairs in the end cit hircase

se in the wall AA
derpearl.

Useful in a lot of situations.
Early game, and late game

vvvvvvvvvv

“MineDojo: Building Open-Ended Embodied Agents with Internet-Scale Knowledge.” Fan, Linxi et al. NeurlPS 2022



MineDojo: Framework for Building Generalist Agents

Diverse open-ended environment

« Complex 3D world

« 1500+ programmatic tasks

» Success conditions & reward . , W -
functions are well-defined 2 . | by BB o R
> Templated language prompts Explore a desert temple Build a house in a cave

e 1500+ creative tasks

» No well-defined or easily
automated success criterion

» Reward function is very
difficult to formulate

Encircle llamas with fences Play fire ball with a ghast



MineDojo: Framework for Building Generalist Agents

Internet-scale knowledge base
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“MineDojo: Building Open-Ended Embodied Agents with Internet-Scale Knowledge.” Fan, Linxi et al. NeurlPS 2022
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/30K videos
300K hours
2.2B words

MINEDDOJDO Youlube
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~7K multimodal pages:

texts, Images, tables, diagrams




Hostile mobs

P BN S A

Chicken Elder
Blaze Creeper Drowned _
Jockey Guardian

£ 4

Husk Phantom Piglin Brute Pillager Ravager Shulker Silverfish Skeleton

Cube Horseman

AT w zH-EE

_ Spider _ Wither _ Zombie
Slime Stray Warden Witch Zoglin Zombie
Jockey Skeleton Villager

Neutral mobs

-

C .
il
Iron
Cave _ Golem o Polar
Bee _ Dolphin Enderman  Goat Llama Panda Piglin
Spider (naturally Bear

spawned)

i

Endermite Evoker Ghast Guardian Hoglin

Magma Skeleton

Passive mobs

'-." "'.r

Allay Axolotl Cat Chicken Cod
Glow Pufferfish
_ Horse Mooshroom Mule Ocelot Parrot Pig Rabbit  Salmon
Squid (defensive)
| .
= Y
Skeleton  Snow _ Tropical Wandering
Sheep Squid Strider  Tadpole Turtle Villager
Horse Golem Fish Trader
Nether Mobs
- r e
- = B e
ﬂﬁ= 2 A 3..
chicken Magma . : Wither
Blaze  Jockey Enderman Ghast  Hoglin Piglin Brute Skeleton  Strider
Cube Skeleton

[JE only]
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Name —

Dropper

Daylight Detector

Piston

Sticky Piston

Block of Redstone

Wood Door

Ingredients

Cobblestone +

Redstone Dust

Glass +
Nether Quartz +
Any wood Slab

Any Planks +
Cobblestone +

Iron Ingot +

Redstone Dust

Slimeball +

Piston

Redstone Dust

Matching Planks

Crafting recipe

A

Name =

Golden

Carrot

Cake

Beetroot

Soup

Dried Kelp

Honey Bottle

Rabbit Stew

Ingredients <

Gold Nugget +

Carrot

Milk Bucket +

Sugar +

Egg +
Wheat

Beetroot +

Bowl

Dried Kelp Block

Glass Bottle +

Honey Block

Cooked Rabbit +
Carrot +

Baked Potato +
Any Mushroom +

Bowil

Crafting recipe Name =+

V'S

Pickaxe

Stone

Pickaxe

Stone

Pickaxe

Pickaxe

Recovery

Compass

- Spyglass

212

Ingredients

Any Planks or
Iron Ingot or
Gold Ingot or
Diamond +
Stick

Any stone-tier
block +
Stick

Cobblestone or
Blackstone or
Cobbled
Deepslate +
Stick

Matching
Damaged

Pickaxes

Echo Shard +

Compass

Amethyst Shard +
Copper Ingot

Crafting recipe
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I i Water Bottle I

. ¥

.............

Gunpowder

3 0
BIETN

| Glass Bottle

5 Awkward Potion
Nether Wart L (No Effects)

':' Splash Potion
Eﬁ Dragon’s Breath
v
g Lingering Potion

i Mundane Potion

(No Effects)

3 Thick Potion

LoD e
> B
. &
> B

(No Effects)

1 Glistering
Melon

Potion of

Healing

Potion of g

Potion of
Healing Il

Harming

Potion of
Harming Il

o

4 Spider Eye

» or

- Potion of

Poison
(-gp/2.5s ; 0:45)

" Potion of
Poison |l
m (-gp/1.2s; 0:21)

=z Potion of
Poison +
m' (-gp/2.5s ; 1:30)

&

Ghast Tear

N

= Potion of
Regeneration
(+4P/2.5s : 0:45)

.

Magma Cream

&g Fire Resistance

- Potion of

e @ @ (&

" Potion of
i@ Regeneration +
(+§P/2.5s : 1:30)

= Potion of
gy Regeneration I
(+§P/1.2s: 0:22)

(3:00)

-\'{37>

Pufferfish

& Water Breathing

- Potion of

= Potion of
i} Fire Resistance +
(8:00)

(3:00)

>

Golden Carrot

L.

- Potion of

=z Potion of
il Water Breathing +

(8:00)

Night Vision
(3:00)

;B Invisibility
(3:00)

= Potion of

=z Potion of
@ Night Vision +

(8:00)

P

= Potion of
Invisibility +
m (8:00) Y

Turtle Shell

\_

-  Potion of the
Turtle Master
(&v @ 0:20)

=z Potion of the
W Turtle Master +
(&I @I ; 040

=z Potion of the
W Turtle Master Il

(&.VI@V;0:20)

Product ~

Copper
Ingot

=

Iron Ingot

=

Gold
Ingot

Diamond

Biome

o
Nether

Wastes

Ingredient ~

. 0.7

Copper Ore

Exp +

Description

copper blocks.

Used to craft various items, including spyglasses, lightning rods, and

Used to craft various items, including blast furnaces, anvils, iron blocks,

Iron Ore

trapdoors, minecarts, pistons, shears, shields, iron armor, iron tools,

stonecutters and tripwire hooks.

Used to craft various items, including netherite ingots, gold blocks,

Gold Ore

bartering.

-

Diamond Ore

Features

Netherrack, Glowstone, Soul
Sand, Nether Quartz Ore,
Ghasts, Blazes, Zombified
Piglins, Nether Fortresses,
Wither Skeletons, Lava,
Magma cubes, Gravel,
Magma Blocks, Bastion
Remnants, Ruined Portals,
Piglins,Nether Gold Ore

Description

Temperature: 2.0. Rainfall: 0.0. This
is one of the biomes used to generate
the Nether. Within this biome mobs
such as ghasts, packs of piglins,
zombified piglins and the occasional
magma cubes and endermen spawn.
Certain structures, such as Nether
quartz ore and glowstone blobs, and
Nether fortresses generate only in the
Nether.

0.7 flint-and-steels, heavy-weighted pressure plates, hoppers, iron

blocks. When normally mined drops 1 diamond and @ 3-7.

Screenshot

Nether Wastes

iron nuggets, rails, buckets, cauldrons, chains, compasses, crossbows,

golden apples, gold nuggets, clocks, golden armor, golden tools, powered

rails and light-weighted pressure plates. Also used as a currency for

Used to craft various items, enchanting tables, jukeboxes and diamond

[hide]
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6.6M comments
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G Posted by u/BlockTrapKing 11 months ago ’ G G;) r/Minecraft - Posted by u/ERROR_173 2 months ago Q

> My first time encasing an Ocean Monument. Help! What is the best way to *®>  does anyone know why some of my wheat won't grow?(farming)
sponge it! Help
Help
Fosition: =7, 88, 35

Crafting
Inventory > y 1o % AT Mine

D 49 Comments Award /> Share D Save e-- D 121 Comments Award /> Share |/—\| Save

@ With sponges @ Gotta be the light add more torches

@ 5x5 sections. Sponges only have so much power. . Light

;é Sponges or a lot of dirt/sand g It'll be your light level, as the wheat near the torch has grown. All you need to do is place more

torches and you should see a difference.

i 5x5 grid of sand squars. No joke but it let's you go down in a back and forth without fear of creating
more source blocks a light Ivl too low



MineDojo: Framework for Building Generalist Agents

MineCLIP: scalable reward learning from YouTube videos

Video
Encoder | | |
Vl V2 V3
T, T,Ty TV, TV
.. but I’'m gonna go EeXt d T2 TV, TV, T,V;
around gathering a ncoaer
little bit more wood
from these trees. T3 T3Vi T3V, (Vs

[Xu et al. 2022; Radford et al. 2021]



MineDojo: Framework for Building Generalist Agents

Stack the history RGB frames [Nt |
__________________________ — s |
| ,
| HE B EEEEREEERN
' o
. Video
J—> Observation \,
i . Correlation = 0.95
1 Action

Simulator | ¢T6Xt

“Shear sheep to
obtain wool”
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MineDojo: Framework for Building Generalist Agents

Pre-trained CLIP model from OpenAl

CLIP (OpenAl i |
(OpenAl) fails to generalize.

Sinary task-completion rewards lead
to exploration challenges.

Sparse Reward

Manual Reward Dense manually curated rewards
show oracle performances.

Ours (AvQ)

Two variants of MineCLIP models
learned from YouTube videos

Ours (Attn)

0 10 20 30 40 o0
average task reward



Towards Human-Level Generalist Minecraft Agents

Dgcorate Simulate a
winter tiny CPU
wonderland
Recreate .

Fight Ender
Hogwarts Dragon
Castle ’

WY WY W YWY WY

minedojo.org



LID: Interactive Task Planning with Large Language Models

Trained on 300 billion tokens of text
7 e -

Input Prompt: Recite the first law of robotics

Crawl

Learning objective: predict the next word

Output: A robot may not injure a human being

Application Domains:

text summarization, visual question answering,
conversational Al, ...

[Credit: Jay Alammar]

“Pre-Trained Language Models for Interactive Decision-Making.” Li, Shuang et al. NeurlPS 2022



LID: Interactive Task Planning with Large Language Models

Observation LLM as Policy Task Plan

Can we harness the commonsense knowledge in large language

models for high-level task planning?

“Pre-Trained Language Models for Interactive Decision-Making.” Li, Shuang et al. NeurlPS 2022



LID: Interactive Task Planning with Large Language Models

VirtualHome agent

“Pre-Trained Language Models for Interactive Decision-Making.” Li, Shuang et al. NeurlPS 2022



LID: Interactive Task Planning with Large Language Models

®
N —
(=
O
X B
O
|_
VirtualHome agent 3 _, Pre-trained .
= Policy .
o Language action
X — Model
O Model
history experiences T
GL) —
Inside (pancake, stove) g
O T ‘
. task goal X @ \
[ ] trained from scratch J = . e

pre-trained
“Pre-Trained Language Models for Interactive Decision-Making.” Li, Shuang et al. NeurlPS 2022



LID: Interactive Task Planning with Large Language Models

1

0.9 on the In-Distribution setting on the Novel Tasks setting

0.8

\ction:  [Walk] <bathroom> (11) ON(milk, table): 0/1 Action: [Walk] <bedroom> (185) INSIDE(chicken, dishwasher): 0/1

INSIDE(cupcake, dishwasher): 0/3
CLOSED(dishwasher): 0/1

INSIDE(cupcake, microwave): 0/1
CLOSED(microwave): 0/1

O. 7 ON(microwave): 0/1
0p)
® 0.6 ~
QO :
% O 5 . o !
CD . o 5
© 0.4 .
o |

0.3

0.2

0.1 . ™ |

0 ] \F ,

In-Distribution Tasks Novel Tasks
m Feedforward LSTM  mOurs (LLM) wmOurs (LLM + FT) Speedx2

Significant improvement in combinatorial generalization to novel tasks

“Pre-Trained Language Models for Interactive Decision-Making.” Li, Shuang et al. NeurlPS 2022



VIMA: General Robot Manipulation with Multimodal Prompts

Input Prompt:
Input Prompt:  Recite the first law of robotics How to “find material and craft a gold pickaxe” in
Minecraft? Let’'s think step by step.

Find a place with a lot of trees;

Cut down the trees and gather the wood;
-ind a place with a lot of stone;

Mine the stone and gather the cobblestone;
-ind a place with a lot of iron;
Mine the iron and gather the iron Ingots;
-ind a place with a lot of gold,;

ine the gold and gather the gold ingots;
Craft a gold pickaxe.

[Credit: Jay Alammar] 6

<

)
)
)
)
Output: A robot may not injure a human being 5)
)
)
)
)



VIMA: General Robot Manipulation with Multimodal Prompts

What if we can prompt a household robot to ...

Input Prompt: Recite the first law of robotics

Bring me

e

. Rl
Youcanuseitto “
clean the table.

Output: A robot may not injure a human being

[Credit: Jay Alammar]
Never enter |

this room!



VIMA: General Robot Manipulation with Multimodal Prompts

Visual Goal: Rearrangement

1

Rearrange objects to match this scene: % L

One-shot Demonstration
Follow this motion for ) G J: el
e i - g\ = o~ : :

Novel Concept Grounding

Thisis a blicket @)~ Thisisawug B Putawug into a blicket

. @h Gangy P&

S w u

Text token
Object token

Visual Constraint — Padding

Sweepall == into |

] | Without exceeding e

generalist robot agent for multi-task learning and zero-shot generalization

“VIMA: General Robot Manipulation with Multimodal Prompts.” Jiang, Yunfan et al. ArXiv 2022



VIMA: General Robot Manipulation with Multimodal Prompts

e [ransformer encoder-

decoder;

 Encode multimodal
prompts with a frozen

LM (Google

15);

e Decode robot arm

actions give

and Interacti

N the prompt

on history.

VIMA: Visuo-Motor Attention model

VIMA

“VIMA: General Robot Manipulation with Multimodal Prompts.” Jiang, Yunfan et al. ArXiv 2022



VIMA: General Robot Manipulation with Multimodal Prompts

Cross-attention to condition
history on prompt;

. Text Token

Object token

Action token

Prompt Tokens History Tokens
a1 a2
* T5 Object Encoder Object Encoder Object Encoder

into ‘ I

without touching T

Sweep all

Multimodal Prompt Interaction



VIMA: General Robot Manipulation with Multimodal Prompts

Cross-attention to condition
history on prompt;

Alternate cross-attention
and causal self-attention to
decode actions;

Text Token
Object token

Action token

Prompt Tokens

Sweep all

without touching HIHH

Multimodal Prompt

Object Encoder

Self-Attention

Cross-Attention

Self-Attention

Cross-Attention

History Tokens
ai
Object Encoder
- 4c |

5 %ﬁ@*ggmﬂm7m
d |

~tmImniin="

o) =
c=R i rj-_‘.f;fi = !
C R

Interaction

Object Encoder

_______________

| FEAT LEATES S )
: & X

= MIDOIfNc="

- =

C=r r_’] R
o B



VIMA: General Robot Manipulation with Multimodal Prompts

Text Token ai as as

Object token

» (Cross-attention to condition
history on prompt;

Action token Self-Attention

Cross-Attention

 Alternate cross-attention
and causal self-attention to Self-Attention
decode actions;

Cross-Attention

. Prompt Tokens History Tokens
* (Objects as tokens.
a2
* T5 Object Encoder Object Encoder Object Encoder
Sweep all into ST E—— r"_'f’ﬁi‘\ﬁf’"“
o ! ke | WA
. . d -cm:rcm:sm ﬁiﬂ!tfﬂl!nm
without touching HIHHnm ey =L = o = L
o e

Multimodal Prompt Interaction



VIMA: General Robot Manipulation with Multimodal Prompts

Open-source large-scale simulation benchmark

* © task categories unified by
the sequence model;

* 1000s of procedurally
generated tasks, paired
with multimodal prompts;

» Scripted oracles to
generate expert
demonstrations.




VIMA: General Robot Manipulation with Multimodal Prompts

Four-level evaluation protocol for systematic generalization

Stronger Generalization

Training Level 1 Level 2 Level 3 Level 4
Object Placement Novel Combination Novel Object Novel Task

Put all objects with the same

Put the %\ into the ¢ ==

into the ®—~ Putthe *

Putthe & |

Put the 8

» systematically measuring the zero-shot Each level deviates more from the training
generalization capability of trained agents. distribution and is strictly more challenging.



VIMA: General Robot Manipulation with Multimodal Prompts
Model scalability from 2M to 200M parameters

Model Scalability
Level 1 Level 2 11 L9

Object Placement Novel Combination —"——t—o—oo— | 80|p—t—o—o—o—"°

v 60
into the @z‘;
6; 40 E?

5= ”

(00]
o

)
o

Put the § into the G—p Put the @2

Success Rate (%)
S B

o
o

2 4 8 16 32 64 128 256 2 4 8 16 32 64 128 256

Model Size (M) Model Size (M)
L3 L4
80 |g——o——o—eo—" e | 80
Level 3 Level 4 e
Novel Object Novel Task @ 60 60
)
. : o’
R Put all objects with the same on 40 40
Putthe . intothe gii{HE = 8
L texture as = B Into it 820 20
5 —g——"————o—o
)
==L 0 .
N 2 4 8 16 32 64 128 256 2 4 8 16 32 64 128 256
= Model Size (M) Model Size (M)

=@= Qurs == Gato =@®= Flamingo  =@= DT



VIMA: General Robot Manipulation with Multimodal Prompts

Data scalability from 0.1% to full dataset

Data Scalability

Level 1 Level 2 L1 L2
Object Placement Novel Combination 80 —o 80 -
X
X h o 60 60
Put the § into the ‘-—p Put the a into the @& +
‘ % 40 40
70}
= )
| 8 20 20
: — -
= o
| | * 6 x 102 103 10° 10°  6x102 10° 10° 10°
’ Data Size Data Size
L3 L4
80 80
Level 3 Level 4 S
: ~ 60 60
Novel Object Novel Task Q
P =0
: : a2
R Put all objects with the same o 20 40
Putthe * intothe &iiilis =% O
CLEEPE textureas @ & intoit Q20 20
...... S
== 0 0
N 6 %10 10° 10° 10°  6x10 10 10* 10°

Data Size Data Size

== 0urs == Gato == Flamingo =@= DT
vimalabs.github.io



SAILOR: Data-Efficient Learning from Diverse Prior Data

Real-world data is expensive. Can we gather all prior data to

accelerate learning of target tasks®

Prior R

i ’ , L W
TT— o P p— p— ! - i‘
‘ | : \
!
!

: | - l w I
Iy r——— - - L o |
' | IS |
6 - ,\gh . ‘ T — o
I - I - "
I

large-scale prior robotic data small amount of
collected In diverse settings target task data



SAILOR: Data-Efficient Learning from Diverse Prior Data

Mapping past experiences into latent skills

Extracts reusable behaviors
from rich, diverse data

" How to learn skill representations that )
kenalo\e effective downstream Iearning?)

" How to learn robust policy given )

imited target task demonstrations”

g J

“Learning and Retrieval from Prior Data for Skill-based Imitation Learning.” Nasiriany, Soroush et al. CoRL 2022



SAILOR: Data-Efficient Learning from Diverse Prior Data

Learning Skill Representations

Skill encoder Skill encoder

752 2

Temporal

Skill decoder Distance Model
CAZ() &1 L &H—l t

“Learning and Retrieval from Prior Data for Skill-based Imitation Learning.” Nasiriany, Soroush et al. CoRL 2022



SAILOR: Data-Efficient Learning from Diverse Prior Data

Learning Skill Representations Retrieval from Prior Data
Target Aggregated Policy
Task Data Learning Data

Retrieved
Prior Data

“Learning and Retrieval from Prior Data for Skill-based Imitation Learning.” Nasiriany, Soroush et al. CoRL 2022



SAILOR: Data-Efficient Learning from Diverse Prior Data

Learning Skill Representations Retrieval from Prior Data Policy Learning
Target Aggregated Policy
Task Data Learning Data

Retrieved
Prior Data

“Learning and Retrieval from Prior Data for Skill-based Imitation Learning.” Nasiriany, Soroush et al. CoRL 2022



SAILOR: Data-Efficient Learning from Diverse Prior Data

Prior Data Target Tasks

~24 hours play data across four environments 30 human demonstrations collected in ~30 minutes

Setting Up Cleaning Up

CALVIN: A benchmark for Language-Conditioned Policy Learning for
Long-Horizon Robot Manipulation Tasks, Mees et al., IEEE-RAL 2022




SAILOR: Data-Efficient Learning from Diverse Prior Data

BC-RNN
(Mandlekar et al.)

BC-RNN (FT)

14.7

BC-RNN (R3M)

(Nair et al.)

QL

(Kostrikov et al.)

IQL (UDS)
(Yu et al.)
FIST . 9.3
(Hakhamaneshi et al.)

0 20 40 60 80 100
Task Success Rate (%)



SAILOR: Data-Efficient Learning from Diverse Prior Data

(Mandlekar et al.)

28.0

BC-RNN (R3M)
(Nair et al.)

(Kostrikov et al.)
e

IQL (UDS)
(Yu et al.)

FIST

(Hakhamaneshi et al.)

Task Success Rate (/)



SAILOR: Data-Efficient Learning from Diverse Prior Data

(Mandlekar et al.)

BC-RNN (R3M)
(Nair et al.)

QL

(Kostrikov et al.)

IQL (UDS)

(Yu et al.)
FIST . 9.3
(Hakhamaneshi et al.)

0 20 40 60 80 100
Task Success Rate (%)




SAILOR: Data-Efficient Learning from Diverse Prior Data

BC-RNN

(Mandlekar et al.)

(Nalretal)

(Kostrikov et al.)
(Yu et al.)
FIST

(Hakhamaneshi et al.)

Ours

Task Success Rate (%)




SAILOR: Data-Efficient Learning from Diverse Prior Data

Large-scale prior data collection in real world

 Diverse kitchen
environment

« 8 food items, one pot,
one pan

 Unstructured interaction
data: 300,000 timesteps.

“Learning and Retrieval from Prior Data for Skill-based Imitation Learning.” Nasiriany, Soroush et al. CoRL 2022



SAILOR: Data-Efficient Learning from Diverse Prior Data

Effective imitation learning for vision-based manipulation

HEEE . i
. ape |
\ T
- \\\ 2
BC-RNN (FT): 46.7% success rate Ours: 76.7% success rate

Vision-based policies trained on 30 demonstrations for the target task

ut-austin-rpl.github.io/sailor



VIOLA: Imitation Learning with Object-Centric Priors

Raw visual
observation

“VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu, Yifeng et al. CoRL 2022



VIOLA: Imitation Learning with Object-Centric Priors

Raw visual General
observation object proposals

oegaers  Pre-trained region proposal network
@y on large image datasets
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“VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu, Yifeng et al. CoRL 2022



VIOLA: Imitation Learning with Object-Centric Priors

Raw visual General Object-centric
observation object proposals representation

Encoding object visual appearances and
their spatial locations

“VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu, Yifeng et al. CoRL 2022



VIOLA: Imitation Learning with Object-Centric Priors

[
W9
@

e Robot
. Commands
Raw visual General Object-centric Transformer Action
observation object proposals representation policy generation
B Task-relevant Task-irrelevant

Using transformers to select task-relevant
objects and reason about their relations

“VIOLA: Imitation Learning for Robot Manipulation with Object Proposal Priors.” Zhu, Yifeng et al. CoRL 2022



Workspace Image

VIOLA can reward a hard-working researcher
with a cup of good cotfee!




The Data Pyramid for Generalist Agents

SAILOR & VIOLA [Nasiriany et al. & Zhu et al. CoRL 2022]:-

Real-World Data

Data-efficient and robust imitation learning in the real world

with diverse prior robot data

VIMA [Jiang et al. NeurlPS FMDM 2022]-
Synthetic Data

Building generalist robotic agents with

multimodal prompts in large-scale simulation

MineDojo, LID [Fan et al. & Li et al.
NeurlPS 2022]: Building generally

capable agents with Internet-scale

Web Data

knowledge



The Data Pyramid for Generalist Agents

Real-World Data

Synthetic Data = Massive, Multimodal, Multitask

Model for Generalist Agents

Web Data
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